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A broad class of (N+1)-species ratio-dependent predator-prey stochastic models, which consist of one
predator population and N prey populations, is considered. The effect of a fluctuating environment on the
carrying capacities of prey populations is taken into account as colored noise. In the framework of the
mean-field theory, approximate self-consistency equations for prey-populations mean density and for predator-
population density are derived (to the first order in the noise variance). In some cases, the mean field exhibits
Hopf bifurcations as a function of noise correlation time. The corresponding transitions are found to be
reentrant, e.g., the periodic orbit appears above a critical value of the noise correlation time, but disappears
again at a higher value of the noise correlation time. The nonmonotonous dependence of the critical control
parameter on the noise correlation time is found, and the conditions for the occurrence of Hopf bifurcations are
presented. Our results provide a possible scenario for environmental-fluctuations-induced transitions between

the oscillatory regime and equilibrium state of population sizes observed in nature.
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I. INTRODUCTION

Many physical, chemical, and biological processes can be
considered as general nonlinear systems in which oscillatory
motion is influenced by external noise [1-3]. At that, the
phenomenon of coherence resonance is of great importance.
Remarkably, even in the absence of external periodic influ-
ence noise can induce regular and, at a certain noise level,
maximally coherent oscillations of state variables [4,5]. Ex-
perimentally, the phenomenon of coherence resonance close
to the onset of a Hopf bifurcation has been observed for
plasma waves [6], electrochemical reactions [7], and a semi-
conductor laser with short optical feedback [1].

One of the key issues in ecology is how environmental
fluctuations and species interactions determine the oscilla-
tions in population sizes displayed by many organisms in
nature as well as in laboratory cultures [8—10]. Ecologists
have mainly been interested in the dynamical consequences
of population interactions, often ignoring environmental
variability altogether. However, the essential role of environ-
mental fluctuations has recently been recognized in theoreti-
cal ecology. Noise-induced effects on population dynamics
have been subject to intense theoretical investigations
[11,12]. Moreover, ecological investigations suggest that
population dynamics is sensitive to noise color [13]. In spite
of the obvious significance of this circumstance, the role of
nonequilibrium fluctuations (colored noise) of environmental
parameters has not been investigated much in the context of
ecosystems [12].

After the seminal models of Volterra and Lotka, the dy-
namical relationship between prey and their predators has
been studied extensively in ecology due to its universal ex-
istence and importance [ 14]. The general deterministic (with-
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out fluctuations) model for predator-prey dynamics, in its
classical form, can be written as [10,15]

d
ﬁ = f(x)x — ag(x,y)y,
d
d_);:Bg(x’y)y_dy’ (1)

where x and y are densities of prey abundance and predator
abundance, respectively, f(x) is per capita rate of increase of
the prey in the absence of predation, and d is food-
independent predator mortality, assumed to be constant. The
function ag describes the amount of prey consumed per
predator per unit time, while Bg describes predator produc-
tion per capita. The quotient of two constants 8 and « is the
conversion efficiency B/a. The most popular models [16]
that have been used to interpret the behavior of many
predator-prey communities assume that the predator func-
tional response g(x,y) is determined by prey abundance x as
the only variable: g=g(x) (the so-called prey-dependent
model). However, the model accounts for the relationships
between prey and predator populations in case individuals
are uniformly distributed in space and their age structure and
sex ratio do not significantly affect the growth rate of either
population. Recently, there is growing biological and physi-
ological evidence that in many situations, especially in com-
plex, heterogeneous systems, where the large-scale outcome
of predation is a sharing process (the predators have to
search or compete for food), a more adequate predator-prey
theory should be based on a ratio-dependent model [17].
Generally, the ratio-dependent model states that the per
capita predator growth rate should be a function of the ratio
of prey to predator abundance, i.e., the predator functional
response g=g(x/y). This statement is strongly supported by
numerous field and laboratory experiments and observations
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[18]. Mathematical analysis shows that ratio-dependent mod-
els are capable of producing richer and biologically more
reasonable or acceptable dynamics than the traditional prey-
dependent models [15,19,20].

Although deterministic ratio-dependent predator-prey
models are useful in modeling many real ecological commu-
nities, there is almost nothing available either on qualitative
analysis of multispecies interaction or on the effect of envi-
ronmental fluctuations in models based on a ratio-dependent
approach. It is of interest, both from theoretical and practical
viewpoints, to know whether the transitions from equilib-
rium states to oscillatory regimes (and the opposite way)
sometimes occurring in ecosystems [8—10] could be regarded
as induced by environmental nonequilibrium fluctuations.

Thus motivated, we have written this paper, considering a
broad class of (N+1)-species ratio-dependent predator-prey
models that consist of one predator population and N prey
populations. The effect of a fluctuating environment on the
growth of prey populations is modeled as nonequilibrium
fluctuations of the carrying capacities (multiplicative colored
noise).

Since one of the characteristic quantities of an ecosystem,
perhaps the most fundamental one, is its average species den-
sity [21] (S¥, X,/ N, where X; is the population density of the
ith species), we consider the average species density of preys
as one of the two state parameters of an ecosystem, the other
state parameter being the density of predator abundance. We
study the model using a mean-field approach, focusing on
colored-noise-induced Hopf bifurcations. For the sake of
mathematical simplicity, we confine ourselves to the case
where the noise is a symmetric zero-mean exponentially cor-
related Markovian stochastic process with a sufficiently
small dispersion.

The main contribution of this paper is as follows. We
establish two types of colored-noise-induced Hopf bifurca-
tions and give the necessary and sufficient conditions for the
appearance of such effects. Namely, depending on the mutual
interplay of the prey’s self-regulation mechanism and preda-
tor dynamics, an increase of noise correlation time can in-
duce transitions from an equilibrium state to the stable limit
cycle (with some oscillations of population abundance) as
well as in the opposite direction. Furthermore, both transition
types are found to be reentrant, e.g., the limit cycle appears
above a critical value of the noise correlation time, but dis-
appears again through reentrant transition to the equilibrium
state at a higher value of the noise correlation time. To our
knowledge, the appearance of colored-noise-induced Hopf
bifurcations and corresponding reentrant transitions in mod-
els of ecosystems have not been described before.

We also analyze the role of the parameters of the gener-
alized Verhulst self-regulation mechanism (GVM) in such
transitions. It is shown that the ratio-dependent models with
the GVM for the prey populations

X;\¢
fi(Xi):5|:1_<Ei> }, (2)

where & and ¢ are constants, X;(i=1,...,N) is the population
density of the ith species, and K; is the carrying capacity, are
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more sensitive to environmental fluctuations if the exponent
c is greater. This means that the growth of the exponent ¢
will increase that region of the phase space of the system
parameters, where Hopf bifurcations in noise correlation
time are possible.

The structure of the paper is as follows. Section II pre-
sents a brief review of the properties of the deterministic
ratio-dependent model (1). The basic model investigated in
this work is presented, and a mean-field description of the
model is given. The corresponding self-consistency equation
is found. In Sec. III, the behavior of the self-consistently
determined prey and predator densities is analyzed. The phe-
nomenon of Hopf bifurcations in noise correlation time is
established, and the dependence of the critical capturing rate
a,, on the noise correlation time and other system parameters
is investigated. Section IV contains some brief concluding
remarks. Some calculations and formulas are relegated to the
Appendix.

II. MODEL
A. Deterministic ratio-dependent predator-prey system

Recently, a complete mathematical description of the
Michaelis-Menten-type ratio-dependent predator-prey sys-

tem (1) with
X x X
el A

where K is the carrying capacity of the prey, have been the
topic of a number of investigations [15,19,20]. The main
objective of those papers is to consider the stability behavior
of solutions around different equilibrium points (x,,y,) with
special emphasis on the controversial equilibrium point (0, 0)
in the ratio-dependent model. The controversy about the
equilibrium point (0, 0) is due to the fact that ratio-dependent
models are undefined at (0, 0), e.g., the model system cannot
be linearized at (0, 0). The authors of Ref. [15] have proved
for a general ratio-dependent model that the point (0, 0) can
become attractive for all initial conditions sufficiently close
to the predator axis, while the nontrivial equilibrium remains
either locally stable or becomes unstable. This gives rise to
global behaviors that range from global attractivity of the
nontrivial equilibrium, and coexistence of two different at-
tractors to global attractivity of the equilibrium (0, 0) [15].

The Michaelis-Menten-type ratio-dependent system
(1) described above has two equilibria, E,=(0,0) and
E,=(K,0) on the x axis for all possible values of the param-
eters a, B, and d. The third equilibrium point E;=(x,,y,),
i.e., the nontrivial equilibrium is given by
(1-7) d

i

Xy, =

.Xs:K[l_a(l_r)]’ Vs =

This equilibrium is biologically meaningful (x,>0,y,>0)
only if a<l/(1-r), 0<r<I1.

The stability analysis of E; shows that the equilibrium
(x,>0,y,>0) is locally stable if a<a=min{l/(1-r),[1
+d(1-1)]/(1-=r»)}. In the case of d<pB<Il+d and
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a=a,=[1+d(1-r)]/(1-r?), the system exhibits a Hopf-
bifurcation near Ej. It is shown that the corresponding Hopf-
bifurcation is supercritical [19,20].

Relying on [19], we briefly review some global properties
of the model. By the change of variables (x,y)— (u,y),
where u=x/y, the system can be transformed into a Gause-
type predator-prey system where an analysis of solutions
around the origin (0, 0) is feasible. The transformed system
in the case of d<B<1+d, 1+d<a<1/(1-r) has three
equilibria: ET:(0,0), E;:(@O,O), and E;:(us,ys). The equi-
librium E; is locally asymptotically stable, E; is a saddle
point, and Ej is unstable if @y<u,<O;=0)+0,(Oy+1)
and stable if u,>®,, where Oy=[a—(1+d)]/[(1+d)-B].
Note, that ®, and ©, are positive zeros of h(u) and h'(u),
respectively. The function A(u) is determined by the prey
isocline

y=h(u)EK[1+d—a+u(1+d—,B)]u(u+1).

The behavior of the stable manifold I of E, can be classified
as follows: (i) if I" intersects the prey isocline, then I' con-
nects E, and Ej; (ii) if I' does not intersect the prey isocline
y=h(u), then T'=I"" of I’ lies above I'" where
I'"={(x,y):x=y-u,(u,y) €'} and I'" is an unstable manifold
of the equilibrium E,=(K,0), connecting (K,0) to (0, 0) or
(xs’ys) in (x,y)‘Plane-

It is shown that in case the ratio at equlibrium (x,/y,) is
large, i.e., x,/y,=r/(1-r)=0,, and if x(0)/y(0) is small,
then both predators and preys go to extinction, whereas if
x(0)/y(0) is large, then predators and preys coexist in the
form of equilibrium Ej. In the case of ®y<x,/y,<©,, there
are three alternatives: (i) There is an orbit I'’ connecting E,
and Ej;. In this case, except if [x(0),y(0)] e I'’, both preda-
tors and preys go to extinction. (ii) The unstable manifold I'*
of the equilibrium E,=(K,0) is connected to the origin (0,
0). For [x(0),y(0)] above I'*, both predators and preys go to
extinction, while for [x(0),y(0)] below I'*, [x(0),y(0)]
# (x,,y,), the predator and prey populations oscillate aperi-
odically (a heteroclinic cycle is the global attractor). (iii)
This case is similar to case (ii). The only difference is that for
[x(0),y(0)] below I'*, the solution approaches a unique
stable limit cycle. Thus, both the predator and prey popula-
tions exhibit periodic oscillations. (e.g., the occurrence of the
Hopf-bifurcation). Finally, we emphasize that the dynamical
behavior of the deterministic ratio-dependent predator-prey
model (1) with logistic self-regulation is independent of the
carrying capacity of the prey.

B. Stochastic model

As was mentioned in the introduction, the present model
is based on the generalization of the ratio-dependent model
for predator-prey dynamics (1) to the case of one predator
population and N prey populations:

dX; X\y
_l=. i(Xi)Xi_a (_):Xh
= f g E
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dy ~ (X ~

—= Bg(-)y—dy, 3)
dr Yy

where X;(7) (i=1,...,N) is the density of the ith prey popu-
lation at the time 7, y(7) is the density of the predator popu-
lation, and X(7)=(1/N)=Y X,(7) is the average of the prey-

population densities. The positive constants @, ,E and d stand
for the prey capturing rate, maximal predator growth rate,
and predator death rate, respectively. Here we have assumed
that for consumers (predator), all prey populations are
equivalent, so that the function @g(x/y)-X;/X describes the
amount of the ith prey consumed per predator per unit time.
Model (3) is biologically meaningful only if the functional
response g is bounded, non-negative and increasing, and
equal to zero at zero:

X X
Osg; <1, OS;<oo. 4)

Here we remember that 3 is the maximal predator growth
rate. The function f;(X;) describes the development of the ith
species without any interaction with other species. A typical
mechanism for self-regulation in ecosystems includes, for
example, a territorial breeding requirement and the crowding
effect caused by competition for resources [21]. These are
taken into account by applying the generalized Verhulst
model (2) with ¢>0.

Environmental fluctuations are important components in
an ecosystem. In Ref. [16], May pointed out the fact that
because of environmental fluctuations, the carrying capaci-
ties, death rates, birth rates, and other parameters involved
with the model system exhibit random fluctuations to a
greater or lesser extent. Because a multinoise stochastic sys-
tem is difficult to consider analytically, it is reasonable, for
the sake of mathematical simplicity, to confine to the case
where but one of system parameters fluctuates (at least at the
initial stage of investigations). As in the deterministic coun-
terpart of model (3), the appearance of Hopf bifurcations is
independent of the carrying capacity K but depends on other
system parameters (cf. Sec. I A), it is of interest to know,
whether colored fluctuations of the carrying capacities can
induce Hopf bifurcations in the system (3).

Thus motivated, a random interaction with the environ-
ment (climate, diseases, etc.) is taken into account by intro-
ducing a colored noise in f;(X;). From now on we shall use
fluctuations of the carrying capacity

K;=K[1+aZ(1)], (5)

where the colored noise aZ(7) is assumed to be a symmetric
zero-mean exponentially correlated Markovian stochastic
process with a being constant and

(az(1)=0, {(aZ(1),aZ(7))= 5ija2 exp(— o7 -7']).
(6)

Obviously, the noise correlation time 7.=1/v. The vari-
ance (a?) of the noise is given by the square of its amplitude
a.
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Note that if noise is absent and the distribution of the
initial prey-population abundances is uniform, x;(0) =x,, then
model (3) reduces to the deterministic ratio-dependent model
(1) for x and y. Thus, in this case, the results described in
Sec. II. A are immediately applicable.

It is practiceable, by applying a scaling of the form

a B
N = _’ = _’ d:
a=s B=35

Q, | X

t=0f, v= , (7)

O | 1

to get a formulation of the dynamics with a dimensionless
time 7.

To proceed further with the analytical examination of
model (3) with GVM, we follow the mean-field approxima-
tion scheme. We assume that N — cc. This means that we are
interested in the case of a very great number of prey popu-
lations (or subpopulations in a prey metapopulation). The
mean-field approximation can be reached by replacing the
size average x=(1/N)SY X/(f) by the statistical average
(X(#)) in Egs. (3). In the case of a sufficiently small noise
dispersion, a®><1, after quite simple calculations one can
find the self-consistency equations for the Weiss mean-field
approach, whose solution yields the dependence of (X(r))
and y(¢) on the system parameters (see the Appendix). The
corresponding self-consistency equations are

1+ + ¢ (+1))—e i+2 ¢ (+1))_é
7 v+cyx‘ —(c M yext = (c B

|:- c+1 <x>:|
Xlx—x+yx" +ayg| —
y

- V(1 + )a* ¥ [x + 1] =0,

dy _ x)_
I —y[ﬁg(y> d] (8)

where x=(X(1)), y=K"[1+(c/2)(1+¢)a?], and x=dx/dt.
First, it seems that the variance of noise a> and the switching
rate of noise v enter in Egs. (8), independently. The “para-
doxiality” of this circumstance disappear as we consider Eqs.
(8) with initial conditions (A4). The first differential equation
in Egs. (8) with initial conditions (A4) is equivalent to the
integral equation (A3), where in the absence of noise,
a*>=0, the third-order differential equation in Eqgs. (8) reduces
to the second-order differential equation

d x| . X
— 4+ 2ycx‘—(c+ l)—][x—x+ x4 ayg(—)] =0,
dt X y

which is independent of the switching rate v.

Clearly, all the biologically meaningful solutions and ini-
tial conditions for x(0) and y(0) must lie within the positive
quadrant {(x,y):x=0,y=0}. The system (8) has at most
three kinds of equilibria in the positive quadrant: (i) trivial
equilibrium E,(0,0)—extinction of the ecosystem; (ii) axial
equilibrium Ez(x:,O) with x:=K{1 —va*(c+1)/[2(c+v)]}
+0(a*)—extinction of the predator population; (iii) a non-
trivial equilibrium (positive interior equilibrium) E;(x,,y,)
with
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d
y=x,G(r), r=—,
B

va*(c+1)

} +0(a"),
9)

where G(r):=1/[g~'(r)] and g! is the inverse function of g.
Note that the nontrivial equilibrium Ej is possible if

1
[rG(nT

i.e., the predators and preys coexist in equilibrium provided
the maximal predator growth rate is larger than its death rate
and the prey capturing rate « is sufficiently small.

In Sec. III, we confine ourselves to case (10) and mainly
consider the local stability of the system around the equilib-
rium E;(x,,y,), which is one of the most interesting equilib-
rium from the biological point of view. Although the behav-
ior of the system near the extinction is not less biologically
interesting (cf. Sec. I A), we relegate corresponding analysis
to future investigations. Particularly, the singular behavior of
Egs. (8) at x=0 set up a necessity for another mathematical
technique, e.g., a description in the spirit of Ref. [19] (see
also the comments in Sec. IT A).

x,=K[1- arG(V)]l/C{l " 2[v+c— acrG(r)]

d<p, (10)

a< a:=

III. RESULTS

Our next task is to find the stability condition of the
nontrivial equilibrium Es(x,,y,). The study of the stability
plays a significant role in understanding the structure and
functions of ecological systems [9,16,20]. An equilibrium
point is called a stable equilibrium if perturbed populations
will return to the equilibrium point in the course of time. The
return may be either in the form of damped oscillations or
monotonic.

Equations (8) become a four-dimensional dynamical sys-
tem of x, x, X, and y. A standard linear stability analysis [22]
evaluated at (x,,0,0,y,) yields the characteristic equation for
the eigenvalues A of the Jacobian matrix

c o va’S(e+ D[ - arG(n)]P
{()\+267xs)(?\+”+c7’xs)_ v+c[l-arG(r)] }

2 i
X {)\ +7\[w+c—arG(r)<l+c— d)]

+wc[1 - arG(r)]} +NarG(r)

Va263(c + 1)[1 _ a’rG(r)]z(g ) ) \
% V+C[1—arG(r)] d_l =0(a"), (11)

where

. 12
d§ L:uco) (12

To find a condition for the capturing rate « corresponding
to the Hopf bifurcation of (x,,0,0,y,), we substitute A=i{)

d
W= B[§—g(§)
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in Eq. (11). This shows that the characteristic polynomial has
a pair of purely imaginary roots \j ,==+i{), >0, if

B (w+¢)
TG [ +e)d - w]
X{l ~ va’c(c+ D)o+ p2(v+ 1) - 0] }
v+ D(w+ @7+ 0)(v+ 7)’ + 7w]
+0(a%), (13)

with
_ cld-(1+d)w]

T 0+ od-w] (14)

It is easy to check that the equilibrium point is stable if
a<a,,, and unstable if a> «a,,.

The transition is caused by a simple pair of complex-
conjugate eigenvalues crossing the imaginary axis at
N==+i(), where

O’ =wy+0(d?). (15)

The velocity of the crossing is nonzero, and the third
and fourth eigenvalues, N;=~-2cyx{, N=-(v+cyx)),
remain negative for nearby parameter values. Thus, a Hopf
bifurcation takes place at a=a,, [22]. Moreover, our numeri-
cal calculations based on Egs. (8) and (A4) clearly
show [particularly in the case of the Michaelis-Menten-type
ratio-dependent  functional response, g(x/y)=x/(x+y)]
that the corresponding Hopf-bifurcations are supercritical
(cf. also Fig. 1). From the imaginary part of the eigenvalues
N, the period of oscillation near the bifurcation point is
approximately given by

T=-——. (16)
Von

It can be seen that the oscillation period T decreases mono-
tonically as the exponent ¢ in the generalized Verhulst self-
regulation mechanism increases. We have noted earlier that
the conditions (10) are necessary for the existence of the
equilibrium point (x,,y,). Hence, the necessary conditions
for the appearance of Hopf bifurcations are

o< (17)

d<p. 1+d’

i.e., a>a,,. Note, that at w=d/(1+d) the parameter 7 in Eq.
(14) vanishes and at a=a,, the equilibrium (x,,y,) tends to
the point (0, 0), i.e., the limit cycle is not possible and the
predator-prey system goes to extinction.

The above result establishes the existence of a small-
amplitude periodic solution near the interior equilibrium
point (x;,y,). The formula (13) for the critical capturing rate
a,, is the most important result of this work. Notably, Eq.
(13) demonstrates that the functional dependence of a,, on
the noise correlation time 7,=1/v exhibits a resonance form
as 7, is varied.

The typical forms of the graph of a,(v) are represented
in Fig. 2. At the conditions of (17), one has to discern
two cases. First, if w<<27, then the function «,(v) has a
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FIG. 1. The emergence of the Hopf bifurcation (and reentrant
transition) to noise correlation time variations [Ay:=y(z)-y,,
Ax:=x(t)-x,]. The orbits are computed by means of Egs. (8), (19),
and (A4), at the parameter values c=b=y=1, B=0.00078,
d=0.0005, a=1.696216, a*=0.01, and o= x=0. (a) Stable focus at
the noise switching rate v=0.01. Note that < a,(v)=1.697688.
(b) The stable limit cycle (the closed middle curve in the figure) at
a moderate value of the switching rate v=0.5, a,(v) < a< a.y. (¢)
The stable equlibrium point and orbit computed at the switching
rate »=10. The initial conditions are: x;=0.391250 and
v0=0.219101. The corresponding equilibrium point is determined
by x,=0.391249 and y,=0.219000, while the condition o< a,(v)
=1.697609 is fulfilled. For more details of panels (a), (b), and (c)
see the text.

minimum ¢, at a certain finite value v,, of the noise-
switching rate v. At a long-correlation-time limit, v— 0, and
also in the fast-noise limit, v— o, the critical capturing rate
a,, saturates at the value

o= Blw+c)
O G +e)d - ]

(18)

which corresponds to the critical capturing rate at absence of
noise. Second, in the case of w>27, there are always two
extrema of «,(v). For increasing values of v, the critical
capturing rate starts from the value determined by Eq. (18),
increasing to a local maximum «,,,, next it decreases, attain-
ing a local minimum e«,,3, and then «,,. approaches «, as
v— oo [see Fig. 2(b)]. Since the appearance of a Hopf bifur-
cation in model (3) is independent of the carrying capacity K
[see Egs. (10), (13), and (17)], the asymptotic behavior of
a.{(v) has a distinct physical meaning. In the case of the
adiabatic limit, v— 0, transitions between states of nonequi-
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10% 102 107 107! 10° 10t
N

FIG. 2. The dependence of the critical capturing rate «,,
Aa,,:= a,— a,, on the noise switching rate v, obtained from Egs.
(13) and (14). The noise variance a>=0.01, the parameter c=1, and
a0 is computed from Eq. (18). (a) The case of w<<2#: d=0.5,
B=0.78, @=0.179487, and G(r)=0.56. The critical capturing rate
by absence of noise a,.=2.002230. (b) The case of w>2n:
d=0.1, B=0.92, v=0.0891, G(r)=8.2, and a,,=1.102150. Note
the nonmonotonous dependence of «,, on .

librium noise Z(z) are so rare that the system has enough time
to allow a deterministic dynamic to be formed between the
transitions. At the fast-noise limit, i.e., at very high frequen-
cies of colored fluctuations, the system is under the influence
of the average

2
K= (K;°) xK‘C<1 +w>.
Hence, the influence of fast fluctuations on an ecosystem can
be biologically interpreted as a reduction of the carrying ca-
pacity K of a single species in Egs. (2) and (3). The reduced
(effective) carrying capacity K.y reads: K.=~K[1-(a?/2)
X(c+1)]. Thus, our model with noise is, in the case of
v— o, equivalent to a deterministic model with the carrying
capacity K. Though we are not aware of any simple physi-
cal explanation for the nonmonotonous behavior of «,(v) at
intermediate values of the correlation time, this behavior is
not surprising if we remember that there is a phenomenon of
autonomous stochastic parametric resonance, which gener-
ates an increase of the amplitude of oscillations [23].

The phenomenon of nonmonotonic behavior in noise cor-
relation time of self-sustained oscillations under an influence
of multiplicative colored noise in some nonlinear models has
been studied in the context of coherence resonance [24].
Moreover, in those models, in contrast to ours, stochastic
versions of the dynamics are obtained by substituting the
deterministic control parameter of bifurcations by a noise-
dependent parameter. Hence, the mechanism of noise-
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induced effects in the model considered here and in the mod-
els of Ref. [24] are of qualitatively different nature.

Relying on Fig. 2 and Eq. (13), one can find the necessary
and sufficient conditions for the emergence of the Hopf bi-
furcation (and reentrant transition) due to noise correlation
time variations. (i) The case of w<27%, a., <a<a,q is
characterized by the following scenario: For small values of
the switching rate, v<<v;, where @<, (v), the system is in
a stable equilibrium state (x,,y,). At v=v, i.e., a=a.(v)),
the equilibrium point (x,,y,) becomes locally unstable and
the system exhibits a Hopf bifurcation near (x,,y,). In the
interval v; <wv<w, of the switching rate, there exists a limit
cycle around (x,,y,), where both the predator-population and
average prey-population densities oscillate. At v=w,, where
a=a,(1,), the limit cycle disappears and the system ap-
proaches a new stable equilibrium state (x,,y;), thus making
a reentrant transition. The further increase of v> v, causes
just a monotonic decrease of the equilibrium state parameters
x, and y, [cf. Eq. (9)]. (ii) In the case of w>27, there are
two possible regimes of noise-induced transitions, depending
on the value of the capturing rate «. First, if a.,o<a<a,,,
where «,,, is the maximal value of «,,, for small values of
v<wv,, a=a,(v)), the system evolves to a limit cycle. At
v= VT the limit cycle disappears and the system evolves to a
stable equilibrium point (x;,y,). Now, at v=v,>w,,
a=a,,(v,), the Hopf bifurcation appears (reentrant transi-
tion) and further on the system behaves according to a stable
limit cycle. Second, if a.3<a<a.y (a.; is the minimal
value of «,,), then the behavior of the system is qualitatively
the same as described in case (i), [cf. also Figs. 2(a) and
2(b)]. In Fig. 1 the scenario (i) described above is illustrated
in the case of logistic self-regulation, c=1, and of the fol-
lowing Michaelis-Menden-Holling—type predator functional
response

X X
g<;>=x+by’ (19)

where b>0 is a constant. Note that in this case

="t w=di-n, r=2. (20)
br B
All orbits in Fig. 1 are computed from Eq. (8).

In Fig. 1(a), we plot an orbit in the state space (x,y)
starting at x;=0.391250, y;,=0.219101. The initial deriva-
tives x(0) and x(0) are given by Egs. (A4). The parameters
are such that o< a,(v), w <27, and the noise switching rate
is small »=0.01. The spiral form of the orbit demonstrates
that the equilibrium point x,=0.391249, y,=0.219100 is a
stable focus. The “unusual” behavior of the orbit near the
initial point (xy,y,) is caused by the circumstance that the
dynamics of the system evolves in the four-dimensional
space (x,x,X,y), where the orbit fast tends to a two-
dimensional attracting center manifold. Figure 1(c) exhibits
an analogous situation in the case of a “large” value of the
switching rate v=10, i.e., after the reentrant transition.
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FIG. 3. (a) Stable limit cycle around the equilibrium point,
Ax=x(t)—x,, Ay=y(t)—y,, x,=0.282641, y,=0.158279, for the sys-
tem (8) with Egs. (19) and (A4) at a®>=0.01, d=0.5, 8=0.78,
b=vy=c=1, «=2.00120, and v=0.5; Ax:=x(t)-x,, Ay:=y(t)-y,.
The necessary conditions for the existence of a noise-induced
limit cycle a.(v)<a<a, are satisfied: a,(v)=2.00096 and
a.0=2.00223. (b) Time evolution of mean prey density x (upper
curve) and predator density y (lower curve) obtained by solving
Egs. (8) and (19) for the limit cycle. The period of oscillations
T=28.05. Note that the predator-prey cycles exhibit a delay of
At=4.14 between prey and predator maxima. The time is dimen-
sionless as scaled by Eq. (7).

Figure 1(b) demonstrates the formation of a stable limit
cycle around the unstable equilibrium point x;=0.392880,
y,=0.219985, at a moderate value of the switching rate
v=0.5, at which «,,0>a> a,(v). The inner shaded region
in the figure corresponds to the orbit starting at x
=0.392880, y(=0.220035. The orbit is spiral and tends to a
limit cycle (the shaded area contains about 127 spiral
cycles). The shaded domain outside the stable limit cycle
corresponds to the orbit, which tends also to the limit cycle
(the initial data are: x,=0.392890, y,=0.220045).

As in the case described in Fig. 1(b), the capturing rate
a is very close to the critical capturing rate o, (v)
[@=1.696216, «(0.5)=1.696206], the amplitudes of the
noise-induced oscillations are very small. Thus, the result of
Fig. 1(b) is mainly of a theoretical interest, whereas the os-
cillations of a biological relevance are characterized by not-
too-small values of the amplitude. However, it is remarkable
that the size of the limit cycle increases rapidly as the cap-
turing rate a>> «,, is increased. An obvious yet interesting
biological implication of this circumstance is that a variation
of the correlation time of environmental fluctuations can
cause oscillations of average prey-population and predator-
population sizes with relatively large amplitudes, even in the
case of small amplitudes a of fluctuations (cf. Fig. 3).

Furthermore, from Eq. (A5) it follows that in the long
time regime, r— o, the variance of X; is relatively small,
suggesting that all prey-population densities are distributed
in a narrow interval around the mean, even in the case of a
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FIG. 4. Typical dependence of Aa=a,g—a.(v,,) on the expo-
nent ¢ [See Eq. (2)] computed from Egs. (13), (14), and (18), while
a,,(v,,) is the minimal value of critical capturing rate as v is varied
(cf. Fig. 2). Parameter values a*=001, d=0.5, B=0.78,
w=0.179487, and G(r)=0.56 are used.

wider initial distribution. The macroscopical mean-field os-
cillations with small variance suggest a strong synchroniza-
tion of “microscopic” degrees of freedom, i.e., synchroniza-
tion of individual prey-population dynamics, despite the
presence of noise.

Figure 3 shows a colored-noise-induced stable limit cycle
at a>=0.01, d=0.5, $=0.78, b=y=c=1, @=2.0012, and v
=0.5. It is seen that the amplitudes of population size oscil-
lations are relatively large, 12% for preys and 9% for preda-
tors. The period of the oscillations, 7=28.05, perfectly
agrees with the result computed from Eq. (16), 27.97. In
addition the phase lag, (the delay between prey and predator
maxima), as a fraction of cycle period, is 14.8%, which is
smaller than in the case of “classic” predator-prey cycles (the
quarter-cycle delay).

As the testing of ecological models based on the general-
ized Verhulst self-regulation raises the important issue of
how different self-regulation mechanisms can influence the
behavior of stochastic complex systems, we will shortly con-
sider the dependence of «,, on the exponent c. The quantity
of central interest is the difference Aa=«a,,0— a,,(v,,), where
a.{v,,) is the minimal value of the critical capturing rate
[Eq. (13)]. The typical dependence of Aa on the exponent ¢
is displayed in Fig. 4. It can be seen that the interval of the
capturing rate Aa, where noise-induced Hopf bifurcations
are possible, increases monotonically as ¢ increases. Hence,
models with greater values of ¢ are more sensitive to envi-
ronmental fluctuations than models with a lower c.

IV. CONCLUDING REMARKS

The effect of colored environmental fluctuations on the
dynamics of (N+1)-species ratio-dependent predator-preys
models, in particular, on the appearance of Hopf bifurcations
and related reentrant transitions is addressed in this work.
The presence of colored fluctuations of the carrying capaci-
ties of prey populations has a profound effect on ecosystems
described by Egs. (3) and (2), rearranging its parameter
space so that in a certain region colored noise can induce
transitions from an equilibrium state to a state where stable
oscillations of populations occur as well as transitions from a
stable limit cycle to an equilibrium state, even in the case of
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a low noise amplitude. The key factor is noise correlation
time. When the control parameter « (prey capturing rate) is
located near the bifurcation point between a stable focus and
a limit cycle, an increase of noise correlation time can cause
oscillations of the mean prey-population and predator-
population sizes. Moreover, corresponding transitions are
found to be reentrant, i.e., at a higher value of the correlation
time the oscillations disappear and the system approaches the
equilibrium state. This result that the fluctuations of the car-
rying capacities of preys can induce Hopf bifurcations and
reentrant transitions is somewhat surprising because, in the
corresponding deterministic models (noise is absent), the
critical prey capturing rate «,, as well as asymptotic behavior
of the solutions of the system (8) are independent of the
carrying capacity K.

The phenomenon is robust enough to survive modifica-
tions of the noise, the predator functional response g, as well
as the prey’s self-regulation mechanism. For example, the
noise can be either a telegraph process with an amplitude a
or a Gaussian stationary process. Evidently, Gaussian noise
implies the possibility of obtaining negative values of the
carrying capacity. Such a case has no biological meaning but,
as the Gaussian distribution is narrow enough (the variance
a? is sufficiently small), the exponentially small negative tail
does not affect our results, if restricted to the first order in a2.

We would like to emphasize that the phenomenon consid-
ered in this work is of a qualitatively different nature from
recently found effects where nonmonotonous response of
nonlinear dynamical systems as a function of noise correla-
tion time has been reported in contexts of coherence reso-
nance [24]. In models considered in Ref. [24], colored fluc-
tuations are added to the deterministic control parameter of
bifurcations, but our model fluctuations occur in the carrying
capacity K that in the deterministic case is independent of the
occurrence of bifurcations. To our knowledge, the noise-
correlation-time-induced Hopf bifurcations and correspond-
ing reentrant transitions considered in this work have
not previously been discussed in the context of ecological
models.

Most of the mean-field results considered in this work are
based on the local stability analysis. Hence, many questions
concerning the global qualitative behavior of solutions of the
model are still open. We note that for deterministic ratio-
dependent systems, in general, local stability of the equilib-
rium state does not imply global asymptotic stability [19].
The numerical calculations based on Egs. (8) and (19) show
that the trivial equilibrium E;(0,0) has its own basin of at-
traction in the phase space (x,y), even if there exists a non-
trivial stable or unstable equilibrium (with a stable limit
cycle) E;(x,,y,). Coexistence of these two different attrac-
tors, either with its own basin of attraction, can cause dra-
matic consequences for the ecosystem [15,25] up to extinc-
tion. The answer to the question very important in an
ecological context, whether variations of the correlation time
of environmental fluctuations can cause extinction of a het-
erogeneous predator-prey system, is a subject of future in-
vestigations. Finally, we believe that the model and results
discussed here are also of interest in other fields, such as,
e.g., in autonomous chemical reaction systems [26].
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APPENDIX: DERIVATION OF THE SELF-CONSISTENCY
EQUATIONS (8)

The crucial step in the derivation of the mean-field self-
consistency equations (8) is to find the formal solution of the
first equation in Egs. (3) with the scaling (7) and Egs. (2) and
(5). We find that

(1/¢c)

1/c i ft M(t) .
X.=[M®1)] + (K0 )]Cd , (A1)
where M(r)=(d/dt)M (1), xo;=X,(0), and
oLl [ -
(A2)

Here we have used the fact that in mean-field approxima-
tion the size average X equals the statistical average (X). As
mentioned in Sec. II, we assume that the dispersion a? of
noise aZ;(t) is sufficiently small, a>< 1, and therefore, a per-
turbation approach can be used. Namely, we expand the right
side of Eq. (A1) up to the second order in a small noise
amplitude a and, in what follows, confine ourselves to the
terms proportional to a2, i.e., we ignore the higher moments
of the noise aZ;(r). For the sake of simplicity, the distribution
of initial data, x;, is assumed to be symmetric with a small
variance o2, 02 <<({x,;))>. Taking into account Eqs. (6) and
(7) and confining ourselves to the terms proportional to a’
and o°, we get, after averaging Eq. (A1) over the initial
distribution and realizations of the noise aZ(t), the following
integral equation:

. 1/¢
(X)) = [—K ffyM} 1+ %[K+ cyMT2

276)( o
X|: 2(¢+l) c+1 fM( ) tdl

ta CZ’)’ZJ f — \M (r )M(t**)dt dl**] s

(A3)

where

1 clc+1) , 1 clc+1)0?
y=—\1+—F—a*|, k=—(1+—"5—],
K 2 X 2x;

Xo=(x0=(X(0)), and x:=(aZ(t),X(1))|=o

Now it is easy to see that the integral equation (A3) is
equivalent to the first differential equation in Egs. (8) with
the initial conditions
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o= <X(0)>'=xo{1 - %g(@)

0o \Yo

) C(1+c(c+1)(02—2x0)())]
7o 2x(% ’

X05<X(0))‘-=)€o{(6+1)E—C[l—a&g<@)}}
Xo Xo \Yo

+ax0{—+d ,8g< )HYog(@)_g,(@)}

Yo Xo \Yo Yo

o’ v+ 2cyx
+c+ 1)«/;&“1{ LA a1 VA
X cyxg

where y,=y(0) and g/ (§)=[d,(§)]/d¢.

The result (A3) may be used on Eq. (Al) to derive an
expression for the variance of prey-population densities
X,(t). By analogous derivation of Eq. (A3), from Egs. (A1)
and (A3) the formula for the variance 02(X) can be found
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o2 (X) =

(X)? l o 207)([ (e g
(K+C’yM)2 xé(c+l c+1

+a czysz A= (VM di” ]

(AS)

From Eq. (A5), it follows that in the long time regime,
t— oo, the dispersion ¢2(X) is independent of the initial dis-
tribution of x(;, being of the same order as the noise variance
a%, ie., 2(X)<a*X)?* if t— .

The corresponding formula for the correlation between
noise and prey-population abundances is

[< >e_:/[]l —g+cya f M(t )e"tdt}

(A6)

From Eq. (A6), it follows that, if t—o, (aZ;, X;)<a*(x).
Finally, we note that the initial values for the first and second
time derivatives of X cannot be chosen freely [see Egs.
(A4)], being fully predetermined by the initial values of x, y,
variance of preys o2, and correlation y=(aZ(0),X,(0)).
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